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Abstract

A widely used strategy to discover and under-
stand language model mechanisms is circuit
analysis. A circuit is a minimal subgraph of a
model’s computation graph that executes a spe-
cific task. We identify a gap in existing circuit
discovery methods: they assume circuits are
position-invariant, treating model components
as equally relevant across input positions. This
limits their ability to capture cross-positional
interactions or mechanisms that vary across
positions. To address this gap, we propose
two improvements to incorporate positionality
into circuits, even on tasks containing variable-
length examples. First, we extend edge attri-
bution patching, a gradient-based method for
circuit discovery, to differentiate between to-
ken positions. Second, we introduce the con-
cept of a dataset schema, which defines token
spans with similar semantics across examples,
enabling position-aware circuit discovery in
datasets with variable length examples. We
additionally develop an automated pipeline for
schema generation and application using large
language models. Our approach enables fully
automated discovery of position-sensitive cir-
cuits, yielding better trade-offs between circuit
size and faithfulness compared to prior work.1

1 Introduction
A primary goal of interpretability research is
to characterize the internal mechanisms in lan-
guage models (LMs) and other NLP models.
A core approach in this area is circuit discov-
ery—identifying the minimal subgraph within the
model’s computation graph that performs a spe-
cific task (Olah et al., 2021; Elhage et al., 2021).
Typically, the nodes of a circuit represent model
components (e.g., attention heads, neurons, or lay-
ers). While manual circuit discovery methods can
yield position-specific insights (Wang et al., 2023;

1Our code is available in https://github.com/
technion-cs-nlp/PEAP.
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Figure 1: Positional vs. non-positional circuits. In a non-
positional circuit, the same edges must be included at all
positions. A positional circuit can distinguish between
the same edge at different positions. This specificity
yields better trade-offs between circuit size and faithful-
ness. It can also increase both precision and recall.

Goldowsky-Dill et al., 2023), automatic methods
often overlook positional information, treating com-
ponents as uniformly relevant across all input token
positions (Conmy et al., 2023; Syed et al., 2023).
For instance, if an attention head is included in a cir-
cuit, it is assumed to contribute equally to the com-
putation for every position in the input sequence.
The assumption that circuits are position-invariant
ignores the fact that different positions often re-
quire distinct computations. By ignoring positions,
current methods limit their ability to capture mech-
anisms that operate across positions, such as inter-
actions between attention heads across positions.

In this study, we start by demonstrating that po-
sitional agnosticism is a significant limitation (§2).
Then, to address these limitations, we introduce
a new approach: position-aware edge attribution
patching (PEAP; §3; Figure 1). Current approaches
assume that if an edge is in a circuit, then the same
edge will be in the circuit at all positions, thus
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leading to low precision. It is also assumed that
an edge’s importance should be aggregated across
positions before deciding whether it should be in-
cluded in the circuit; this can lead to cancellation
effects, and thus low recall. PEAP instead allows
us to compute the importance of cross-positional
edges, and separately evaluates edge importance at
each position. We show that this leads to smaller
and more accurate circuits; see Figure 1.

Incorporating positional information into circuit
discovery is straightforward when inputs have the
same length and structure across examples.

However, realistic datasets are not nearly this
templatic. How, then, can we incorporate positional
information into automatic circuit discovery? To
address this challenge, we propose schemas (§4).
Schemas assign semantic labels to spans of tokens,
enabling information aggregation across examples
even when the spans differ in length.

For example, in the input “The war lasted from
1453 to 14 ,” the span “war” could be labeled as
“Subject”. This enables handling spans with vary-
ing lengths: the phrase “Black Plague” in another
example can be treated as a single positional span
with the same role as “war”. In experiments with
two LMs and three tasks, we find that circuits dis-
covered using schemas achieve a better trade-off
between circuit size and faithfulness to the model’s
behavior than position-agnostic circuits. Impor-
tantly, position-aware circuits offer a more precise
representation of the underlying mechanisms, pro-
viding a more concise foundation for mechanistic
explanations.

We also present a fully automated pipeline for
schema generation and application (§4.2) using
large language models (LLMs). We evaluate the
quality of the generated schemas and their utility in
discovering position-aware circuits (§4.2). Notably,
circuits derived using automatically generated and
applied schemas achieve comparable faithfulness
scores to circuits discovered with human-designed
and manually applied schemas.

We summarize our contributions as follows:
• Introduce a position-aware circuit discovery

method, which obtains better faithfulness than
position-agnostic discovery.

• Introduce dataset schemas, facilitating positional
circuit discovery in more naturalistic settings.

• Develop an automated schema generation and ap-
plication pipeline with LLMs, yielding schemas
that are comparable to manually-annotated ones.

2 Background and Motivation
A circuit is a subgraph of the model’s computation
graph; it can be conceptualized as a binary mask
B(V,E, T ) over all components V and edges E
in the graph, selecting the components and edges
that have the strongest effect on the model’s behav-
ior on a target task T . There are many methods
for computing the influence of a component on the
model’s behavior on T , including activation patch-
ing (Vig et al., 2020; Finlayson et al., 2021; Geiger
et al., 2021), path patching (Wang et al., 2023;
Goldowsky-Dill et al., 2023), and edge patching
(Hanna et al., 2024b; Marks et al., 2024), with at-
tribution patching to approximate direct patching
(Nanda, 2023; Syed et al., 2023). We focus on edge
patching, which aims to identify edges in E that
are causally important for T . For each such edge
(u, v), the nodes u and v are included in the circuit.

Manual circuit discovery methods can distin-
guish between components at different token po-
sitions; examples include the IOI circuit (Wang
et al., 2023), the Greater-Than circuit (Hanna et al.,
2024a), and the Attribute-Binding circuit (Prakash
et al., 2024). The authors determined connections
between attention heads by examining attention
patterns and establishing connections if a head at
one position strongly attended to a head at another.
However, this approach has three key limitations:
(1) it is not scalable, (2) it is prone to human bias,
and (3) it is unclear whether strong attention scores
reliably indicate the a causal connection to the
downstream metric (Jain and Wallace, 2019).

In contrast, automatic approaches (Syed et al.,
2023; Hanna et al., 2024b) systematically examine
every connection and evaluate them quantitatively
via their causal effect on the downstream metric.
However, when using automatic methods it is com-
mon to aggregate across token positions,2 which
causes specific problems that we now define.

Cancellations across positions (low recall). If a
component has scores with opposite signs across
different positions, summing these scores can par-
tially cancel out the component’s overall effect,
potentially resulting in a near-zero score (Figure 2,
left). Kramár et al. (2024) note that cancellation
can occur when aggregating across examples in
the dataset. We observe that the extent of this phe-
nomenon is larger than previously assumed: it can

2Cf. Kramár et al. (2024), propose a variant of attribution
patching and perform position-sensitive node attribution. They
do not use it to discover positional circuits.
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Figure 2: Left: The yellow edge at position 1 has the highest score of 100, indicating it is the most important edge.
However, aggregating across positions causes scores of opposite signs to cancel. This causes the yellow edge to be
incorrectly ranked as the least important. Right: The yellow edge at position 1 has the highest score; the scores of
other edges are consistently high (but lower) at many positions. After summing across positions, the non-yellow
edges have higher scores. Thus, the yellow edge is incorrectly ranked as the least important.

occur within a single sample across positions. To
measure cancellation effects across positions, we
compare importance rankings from edge attribu-
tion patching (EAP; Syed et al., 2023) under two
positional aggregation methods: (i) summing the
absolute scores across both positions and examples
(unaffected by cancellation effects); and (ii) sum-
ming scores across positions and then summing the
absolute scores across different examples (affected
by cancellation effects). We observe (Table 1, Top)
that the two rankings differ significantly at the most
important components.

Importance overestimation (low precision).
Circuits that do not consider positional informa-
tion may favor edges that have small impacts at
many positions over edges that have large impact
in one or few positions (Figure 2, Right). To mea-
sure overestimation effects we compare importance
rankings derived from two aggregation methods:
(i) summing the absolute scores across both po-
sitions and examples; and (ii) taking the max of
the absolute across positions and then summing
scores across different examples. Table 1 (Bottom)
provides evidence for this phenomenon.

These problems motivate a circuit discovery
method that takes position into account. We in-
troduce this method in §3.

3 Position-aware Edge Attribution
Patching (PEAP)

The importance of an edge e is typically measured
with the indirect effect (IE) of the edge on some
target metric M . In direct activation patching,
also known as causal mediation analysis (Pearl,
2001; Vig et al., 2020; Mueller et al., 2024), the
IE is the change in the metric M when the edge

Cancellation
K% Diff DiffControl ρ ρControl

1 17.1% 3.9% 0.760 0.985
5 13.4% 2.4% 0.831 0.991
10 12.1% 2.3% 0.877 0.992

Overestimation
K% Diff DiffControl ρ ρControl

1 17.5% 3.6% 0.772 0.984
5 14.6% 2.1% 0.811 0.993
10 12.4% 2.2% 0.864 0.993

Table 1: Cancellation and overestimation effects when
ignoring positions. We rank edges by their importance
scores (IOI task, GPT2-small), and take the top K%.
We compute the set difference (Diff) and rank correla-
tions (ρ) between rankings produced by the two aggrega-
tion methods described in §2. We define the difference
of two ranking lists R1,R2 at length L as 1− |R1

⋂
R2|

L .
As a control, we also compute the mean pairwise set
difference (DiffControl) and rank similarities (ρControl) pro-
duced by the same aggregation method across 3 data
subsets. Differences with respect to control are all sig-
nificant (p < .01).

is ‘patched’ to some counterfactual value, e.g.,
the edge value in a run on a different input x′:
M(x|e = ex′)−M(x). Performing this interven-
tion at every edge is costly, prompting approximate
algorithms. Edge attribution patching (EAP; Syed
et al., 2023) linearly approximates the IE, g(e), of
edge e = (u, v) as follows:

g(e) = M(x|e = ex′)−M(x) ≈ (z∗u − zu)
⊤∇vM(x)

(1)
The target metric M can vary depending on the

task. Typically, M is the logit difference between
a correct completion and a minimally different in-



correct completion. zu and z∗u are the clean and
counterfactual activations at the output of u, and
∇vM(x) is the gradient of M(x) w.r.t the input of
v. Syed et al. (2023) showed EAP to outperform
direct activation patching with a greedy approach
(Conmy et al., 2023). However, Syed et al. only
discovered circuits that do not consider positions.

3.1 Method

Equation 1 holds only when u and v are at the
same position. To include token positions in the
circuit, attention edges that cross positions must
be included in the discovey process. In autoregres-
sive Transformer-based models, these edges exist
between nodes representing a given attention head
that operates at different positions. Let hit,l denote
the node corresponding to the i-th attention head
at token position t in layer l. Following Olah et al.
(2021), we view the contribution of head hit to the
residual stream as:

zhi
t
= W i

O(softmax(
qitK

i
t
⊤

√
dk

)V i
t ) ∈ Rdmodel (2)

Here, W i
O represents the columns of the projection

matrix WO that specifically project the output of
head hi. Ki

t ∈ Rt×dhead is the key matrix, and
V i
t ∈ Rt×dhead is the value matrix.

hit is connected to every node hit′,l at position
t′ ≤ t, via 3 edges: the value vector vit′,l, the key
vector kit′,l, and the query vector qit,l. As direct
communication between heads occurs only within
the same layer, we omit henceforth the layer no-
tation and assume that all attention edges connect
attention heads within the same layer.

To approximate the attribution scores of attention
edges, we first calculate z∗

hi
t
, the corrupted output

of the head hit caused by patching vit′ , k
i
t′ , or qit.

We then approximate the attribution as follows:

M(x|e = ex′)−M(x) ≈ (z∗hi
t
− zhi

t
)⊤∇z

hit

M(x)

(3)

Based on Eq. 2, we define the corrupted vector
z∗
hi
t

for patching vit′ (Eq. 4), patching kit′ (Eq. 5),

and patching qit (Eq. 6):

position 1 position 2 position 3

Residual Stream

Figure 3: Illustration of the attention mechanism from
the perspective of position 3. We approximate how
patching v1, k1 or q3 impacts the downstream metric
via the output of the attention head at position 3.

z∗
hi
t
= W i

O(softmax
(

qitK
i
t
⊤

√
dk

)[
vi1, ..., vt′

∗, ..., vit
]
)

(4)

z∗
hi
t
= W i

O(softmax
(

qit[ki1,...,kt′
∗,...,kit]

⊤

√
dk

)
V i
t )

(5)

z∗
hi
t
= W i

O(softmax

([
qitk

i
1
⊤
,...,qit

∗
kt′

⊤,...,qitk
i
t
⊤
]

√
dk

)
V i
t )

(6)

Figure 3 provides an illustration of each type of
patching. By using PEAP to approximate atten-
tion edges, we can now approximate both within-
position edges and cross-position edges.

Once the attribution scores for all edges have
been computed, we construct the circuit using an
adapted version of the greedy algorithm proposed
by Hanna et al. (2024b). See App. C for details.

3.2 Preliminary Demonstration
We now compare PEAP to the position-agnostic ap-
proach of Syed et al. (2023) using the Greater-Than
task (Hanna et al., 2024a) on GPT2-small (Radford
et al., 2019). The dataset includes prompts like:
“The war lasted from the year 1741 to the year 17 ”
and counterfactual variants with “01” as the start-
ing year (e.g., “The war lasted from the year 1701
to the year 17 ”). The downstream metric M
measures the probability difference between valid
and invalid year answers. We use 500 examples
each for circuit discovery and evaluation, consid-
ering only prompts with valid model predictions.
Circuit evaluation is based on two metrics: (1) Soft
Faithfulness (FS(C) = M(C)

M(M) ), comparing the
circuit’s performance to the full model’s, and (2)
Hard Faithfulness (FH(C) = 1{CT = MT }),
assessing token agreement at the final position T .
While FS is more commonly used, we see FH as a
more behaviorally grounded metric.



Figure 4: Example schema for each task. We show examples from the LLM+Mask method. See §A for examples of
human-designed schemas.

Figure 1 presents the faithfulness scores of the
Greater-Than task for both methods as a function of
circuit size. PEAP enables the discovery of circuits
that improve the trade-off between circuit size and
faithfulness: position-aware circuits are smaller,
and yet achieve similar faithfulness with orders-
of-magnitude fewer edges.

3.3 Aggregating Scores Across Examples

In the Greater-Than dataset, we can simply aggre-
gate position-specific scores across examples. This
naive approach works because all examples in the
Greater-Than dataset consist of exactly the same
number of tokens, and each position has the same
meaning across all examples. In other words, this
approach requires all examples in the dataset to be
fully position-aligned. This raises a key challenge
for non-templatic datasets: the same token position
may not have the same meaning across examples,
and examples may vary in length.

Prior methods addressing positionality typically
follow one of two strategies: (1) full alignment,
where the dataset is generated from a single
template—as in the Greater-Than dataset—and (2)
partial alignment, where specific token position
roles are consistent across examples. For instance,
in the IOI dataset (Wang et al., 2023), the authors
manually identified five key single-token roles (IO,
S1, S1+1, S2, End) shared across all prompt tem-
plates, which are sufficient for constructing a faith-
ful circuit. In the next section, we describe an
automatic approach inspired by partial alignment
that enables us to include positional information in
tasks with variable-length inputs.

4 Schemas for Variable-length Inputs
Discovering circuits requires aggregating edge
scores across examples. However, because edges
correspond to specific positions in the computa-
tion graph, naive aggregation assumes perfect po-
sitional alignment across examples—an imprac-
tical assumption for most datasets. To address

this challenge, we relax this assumption and only
assume that examples share a similar high-level
structure, which is represented by a schema. A
dataset schema identifies spans within input exam-
ples, where each span covers consecutive tokens
grouped under a meaningful category. For instance,
in the input “The war lasted from 1453 to 14 ”,
the span “war” could be labeled Subject. This al-
lows us to handle spans of varying lengths, such
as treating “Black Plague” in another example as a
single position with the same role as “war”. Exam-
ples of schemas for specific datasets are shown in
Figure 4. Schemas are defined based on semantic,
syntactic, or other patterns in the data, and may be
guided by knowledge of how the model processes
examples. Spans are ordered sequentially within
the input, covering all parts of a prompt.3

4.1 Discovering Circuits at the Schema Level

When all examples share the same schema-defined
structure, we can leverage this consistency to create
an abstract computation graph for all examples.
For now, we assume spans in the schema can be
automatically mapped to corresponding tokens in
any dataset sample. We discuss automating this
process later.

Let Gx = (Ex, Vx) represent the computation
graph derived from example x ∈ D. Given schema
S with k spans, we define the abstract computation
graph GS = (ES , VS), which is structurally equiv-
alent to a computation graph of M on an input of
length k. Intuitively, each span is represented by a
single position.

At a high level, given an example, we (i) com-
pute edge scores on the true computation graph Gx;
(ii) map from edges in Gx to edges in GS , and sum
edge scores in Gx to compute edge scores in GS ;
(iii) construct a circuit in GS .

To this end, we define a mapping fx : ES →

3Future work may relax the sequential order assumption
to support even greater variation across examples.
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graph is mapped to a set of nodes/edges in the full com-
putation graph within the span s.

2Ex from an edge e = (us1 , vs2) to a set of edges
in Ex:

fx
S (e) = {e′ ∈ Gx | e = (ui, uj), i ∈ s1, j ∈ s2}

(7)
where us1 , vs2 represent components in the compu-
tation graph at spans s1, s2.

Given an attribution function gx (defined at the
token position level), the attribution score gS (de-
fined at the segment level) of the edge e ∈ GS is
the sum of all the edge effects mapped to this edge,
averaged over all examples in the task dataset:

gS(e) =
1

|D|
∑
x∈D

∑
e′∈fx

S (e)

gx(e
′) (8)

After computing the attribution score for each
edge in GS , we construct the abstract circuit CS ⊆
GS with the same greedy algorithm used in the
previous section (see App. C).

Faithfulness evaluation. The process of faith-
fulness evaluation involves ablating edges that are
not included in the circuit. To evaluate an abstract
circuit on a sample x ∈ D, we convert back to the
computational graph Gx and construct Cx ⊆ Gx:

Cx = {e | e ∈ fx
S (e

′), ∀e′ ∈ CS} (9)

In other words, for every edge e′ in the abstract
circuit CS , the corresponding edges in fx(e

′) form
the circuit Cx. Figure 5 depicts this process.

4.2 Automating Schema Generation and
Application

Given a schema S and a function fS to apply it
to every sample x ∈ D, we can automatically dis-
cover position-aware circuits, even for tasks involv-
ing variable-length examples. However, as shown
in Figure 4, schema definitions are dataset-specific,

requiring tedious manual work and intricate knowl-
edge of the task at hand as well as knowledge of
the analyzed model’s computations. Applying the
schemas may also require deep knowledge on the
target dataset. To generate interpretable circuits,
schemas must be both faithful to the model and
meaningful to humans.

In this section, we propose an automated process
for schema generation and application to stream-
line circuit discovery. Inspired by recent work on
LLM agents (Wang et al., 2024) for automated in-
terpretability (Schwettmann et al., 2023; Shaham
et al., 2024), we investigate the use of LLMs for
generating and applying schemas.

Schema Application. Applying a schema entails
mapping each token to a specific span. After defin-
ing the schema, we utilize an LLM to perform the
application process. We provide the prompt for
applying the schema in App. E.2.

Schema Generation. Creating a schema requires
specifying span types while two conditions: (1)
spans must follow the same order across all exam-
ples, and (2) each prompt must be fully covered
by the spans. These criteria are incorporated into
the LLM’s prompt (details in App. D). Given a
dataset, we use an LLM to create three schema ver-
sions based on distinct subsamples, then have the
LLM unify these versions into a final schema. The
schema is validated by confirming it applies to at
least 80% of the subsampled data; otherwise, the
process is repeated. Examples of LLM-generated
schemas are shown in Figure 4.

Saliency scores: A model-based approach for
schema generation. The schema generation de-
scribed above does not account for the computa-
tions performed by the target model M on the
given dataset D, potentially producing unfaithful
schemas (as we will show in §6). To address this,
we incorporate the importance of each token posi-
tion to the model’s computation into the schema
generation.

Our key idea is to inform the LLM which posi-
tions significantly influence the model’s decisions.
While many feature attribution methods can be
explored (Danilevsky et al., 2020; Wiegreffe and
Marasovic, 2021; Wallace et al., 2020), we employ
a simple saliency score, inputXgradient (Shrikumar
et al., 2017). The score of a token in position t is
defined as s(t) = ∥et · ∇etM(x)∥, where et is
the token embedding at position t. We compute a



softmax over these scores and define a mask for
each example as follows:

m(t) =

{
1 if es(t)∑n

i=1 e
s(i) > 1

n ,

0 otherwise,
(10)

Where n is the prompt length. This mask is then at-
tached to each example, and the LLM is instructed
to use it when designing the schema. Token po-
sition which is important across many examples
should be placed in its own span. Further informa-
tion on mask construction and alternative attribu-
tion methods can be found in Appendix D.1.

Schema Evaluation. We propose two intrinsic
metrics and one extrinsic metric to evaluate the en-
tire schema pipeline. Intrinsic metrics assess the
LLM schema application. An application is valid
if span labels are ordered correctly and every to-
ken is assigned to a single span, and correct if it
matches a human application for the same schema.
Extrinsic metrics evaluate schema design and ap-
plication through circuit discovery. A good schema
definition and application should achieve better
trade-offs between circuit size and faithfulness.

Invalid schema applications are filtered out for
both the discovery and evaluation datasets, while
incorrect applications are retained since automat-
ing their filtering is infeasible in general datasets.
If an application is valid but incorrect, we expect it
to affect the faithfulness of the discovered circuit.
To ensure minimal distribution shift in the dataset,
we consider a generation and an application of a
schema on an entire dataset as successful if at least
90% of the examples are valid. This means that
each circuit is discovered using a slightly differ-
ent set of examples (up to 10%), but we ensure
that all circuits are compared using the exact same
evaluation set, which is the intersection of the ex-
amples for all runs. In practice this intersection
includes 90% of the total dataset examples. In our
experiments, three full pipeline runs were usually
sufficient to achieve at least one successful run.

We found Claude 3.5 Sonnet (Anthropic, 2024)
to perform well in both schema generation and ap-
plication, achieving high validity and correctness
scores (Table 6, Appendix D.2). We also experi-
mented with Llama-3-70B (Grattafiori et al., 2024)
and GPT-4o (OpenAI et al., 2024), but they failed
to meet our thresholds for valid applications. In
§6, we show that LLM-generated schemas score
well on extrinsic quality measures, with saliency-

enhanced schemas proving comparable to human-
designed ones.

5 Experiments
In all experiments, we use Llama-3-8B4 and GPT2-
small. The experiments are implemented using the
Transformerlens library (Nanda and Bloom, 2022).

5.1 Tasks

For all tasks, we uniformly sample 500 examples
for circuit discovery and another 500 examples for
evaluating faithfulness.

Indirect Object Identification (IOI; Wang et al.,
2023): This task consists of prompts like “When
Mary and John went to the store, John gave a drink
to”, and the model should predict the indirect object
token ‘Mary’. The counterfactual prompts for this
task are prompt of the same structure but with 3
other unrelated names, for example: “When Dan
and David went to the store, Sarah gave a drink
to”. The metric that is being measured here is the
logit difference between the token ‘Mary’ and the
token ‘John’. We evaluate with both GPT2-small
and Llama-3-8B. For each model, we construct a
dataset based on only examples where the model
can predict the correct answer.

Greater-Than (Hanna et al., 2024a): We use
the same setting as described in §2. We evaluate
this task only on GPT2-small, as Llama-3-8B’s
tokenizer is not compatible with the task setup; see
App. A.2 for details.

Winobias (Zhao et al., 2018): A benchmark de-
signed to evaluate gender bias in coreference resolu-
tion. We collect 33 template from the dataset where
professions are irrelevant to the coreference deci-
sion (e.g., “The doctor offered apples to the nurse
because she had too many of them”). For each sam-
ple, we append the suffix: “The pronoun {} refers
to the”, where {} is a placeholder for the pronoun.
Each template can be used to construct four types
of prompts: Anti-Female, Anti-Male, Pro-Female,
Pro-Male. For example of each prompt see Table 3.
We focus on the Anti-Female prompts, using only
examples where the model predicts the incorrect
answer due to bias. This approach aims to identify
components responsible for biased predictions. For
Winobias, counterfactual prompts can be designed
in multiple ways, each affecting the kinds of com-
ponents one would recover; see Appendix A for
further discussion. To avoid counterfactual-specific
biases, we use mean ablation with examples from

4We use Llama-3 with BF16 precision.



25 28 211 214 217

#Edges

0.2

0.4

0.6

0.8

1.0
Ha

rd
 Fa

ith
fu

ln
es

s

25 28 211 214 217

#Edges

0.0

0.2

0.4

0.6

0.8

1.0

Ha
rd

 Fa
ith

fu
ln

es
s

211 215 219 223

#Edges

0.0

0.2

0.4

0.6

0.8

1.0

Ha
rd

 Fa
ith

fu
ln

es
s

211 215 219 223

#Edges

0.0

0.2

0.4

0.6

0.8

1.0

Ha
rd

 Fa
ith

fu
ln

es
s

25 28 211 214 217

#Edges

0.5

0.0

0.5

1.0

So
ft 

Fa
ith

fu
ln

es
s

human LLM+mask LLM Non-positional

Figure 6: Hard faithfulness curves for GPT-2-small on Greater-Than (left) and IOI (mid-left), and for Llama-3-8b
on IOI (mid-right) and Winobias (right).

all four types during circuit discovery and faithful-
ness evaluation. The downstream metric M is the
logit difference between the correct profession and
incorrect profession. For further details on all tasks,
see App. A.

5.2 Circuit Evaluation

We measure faithfulness as a function of circuit
size. Since different examples may produce cir-
cuits of varying sizes (due to differences in span
lengths across examples), at each point we report
the average circuit size across all examples. We
extend the approach of Hanna et al. (2024b) for
ablating edges to also include attention edges.

6 Results

Figure 6 shows hard faithfulness for multiple tasks
and models. The positional circuits reach high
faithfulness at much smaller circuit sizes com-
pared to the non-positional circuits.

Using LLM-generated schema works well, and
adding mask information yields an additional sig-
nificant boost. Thus, providing the LLM with infor-
mation about the target models’ computation aids
in generating effective schemas. Discovering cir-
cuits with automatic LLM+mask schemas leads to
faithulness results that are as good as—and some-
times better than—human-designed schemas. Thus,
our automated LLM-based schema pipeline dis-
covers circuits with faithfulness comparable to
those identified by human experts, even for tasks
containing variable-length inputs.

We now discuss task-specific patterns. In the
Greater-Than task, the circuit discovered with the
schema via LLM+mask achieves a faithfulness not
significantly different from the human-designed
schema. The circuit generated solely by the LLM
demonstrates lower faithfulness for smaller circuit
sizes but achieves higher faithfulness as the circuit
size increases. Comparing the schemas reveals that

the schema derived using saliency scores aligns
more closely with the human-designed schema.
Specifically, both the human-crafted schema and
the LLM+mask schema partition the start year to
two spans: the first two digits and the last two dig-
its. However, in the LLM-only schema, all four
digits are grouped in a single span.

In the IOI task using GPT2-small, we ob-
serve that the circuits identified by our automated
pipeline closely match the human-designed circuits
in faithfulness. However, in the case of Llama-3-
8B, the LLM-generated circuits show slightly supe-
rior faithfulness compared to human-designed cir-
cuits. One plausible explanation is that the IOI task
has not been extensively investigated in this larger
model, meaning the schema defined for GPT2-
small may not optimally capture the nuances of this
task in Llama-3-8B. This highlights the importance
of tailoring schemas to the specific combination
of task and model, rather than extrapolating from
results obtained with a different model.

For the Winobias task dataset, similar trends
emerge: using the importance mask consistently
improves faithfulness scores, making it comparable
to the human-defined schema-based circuit.

7 Discussion and Conclusions

In mechanistic investigations, position matters.
Our results suggest it does not make sense in prac-
tice to create circuits without considering how dis-
tinct the circuit at each position might be. Theo-
retical results suggest that it also does not make
sense in principle to ignore positionality: Merrill
and Sabharwal (2024) show that transformers’ ex-
pressive power increases with multiple generation
steps. Similarly, accounting for positionality in in-
terpretability methods can enhance their expressive
power by capturing the distinct mechanisms pro-
cessing each token, rather than assuming a single
pathway for the entire sequence.



Other interpretability methods such as dis-
tributed alignment search (DAS; Geiger et al.,
2024) already support testing hypotheses about the
position of particular causal variables. It would
be interesting to directly compare the efficacy of
DAS methods when separating results by position
versus when aggregating information across posi-
tions. Stronger results when separating positional
information could help generalize our conclusions
to a wider array of causal interpretability methods.

Limitations

A key limitation we have discussed is that it is
not trivial to handle positional information in tasks
where the length of inputs vary. We have proposed
an automatic pipeline for generating and applying
schemas, but future work should explore this fur-
ther. In particular, because there is no single gold
standard for schemas, it is not clear a priori what
kinds of schemas are generally likely to obtain bet-
ter trade-offs between faithfulness and circuit size.
Devising general principles for effective schema
design therefore represents a fruitful avenue for
future work. It would also be interesting to ob-
serve whether human-generated schemas tend to
satisfy these principles, or whether the most effec-
tive schemas are not necessarily those that humans
are likely to design.

Another key limitation is that a schema requires
the same spans to appear in the same order across
all examples, such that the edges’ direction re-
mains correct across examples. Consequently, two
schemas with the same span types but in differ-
ent orders cannot be evaluated together, as these
produce different abstract computation graphs.
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A Tasks Details

A.1 IOI

We use the dataset of Wang et al. (2023). The data
is generated using 15 templates. For the human-
defined schema (provided below), we extend the
partial schema provided by the authors to fully
cover all spans in the prompt. The original dataset
includes two types of prompts: ABBA prompts,
where the indirect object (IO) token is the first
name in the prompt, and BABA prompts, where
the IO token appears as the second name. Because
the ABBA and BABA prompts swap the order of
important spans, we cannot aggregate across these
two prompt types. Thus, we designed two distinct
schema, resulting in the definition of two separate
datasets:
IOI ABBA: The human-defined schema and its
application:

• Prefix: [When]

• IO: [Mary]

• and: [and]

• S1: [John]

• S1+1: [went]

• action1: [to the store,]

• S2: [John]

• action2: [gave a drink]

• to: [to]
IOI BABA: The human-defined schema and its
application:

• Prefix: [When]

• S1: [John]

• S1+1: [and]

• IO: [Mary]

• S1+1: [went]

• action1: [to the store,]

• S2: [John]

• action2: [gave a drink]

• to: [to]
Table 2 summarizes the performance of GPT2-

small and Llama-3-8B for this task. For the results
in §6, we use the ABBA datasets. Results for both
datasets can be found in §F. Note that there exist
schemas that can handle both datasets simultane-
ously, eliminating the need for separation. How-
ever, these schemas require grouping the IO token
and the S1 token into the same span, which mixes
signals from both token positions and introduces
new drawbacks.

A.2 Greater-Than

We use the dataset of Hanna et al. (2024a). All
examples in this task are generated using a single
template: “The {} lasted from the year {} to the
year {}”. Because the event span (the first non-
terminal) and the years have the same token length
for all of our models, all examples in the dataset
are fully token-aligned.

For the human-designed schema, we adopted the
word-level schema used by Hanna et al. (2024a):

• The: [The]

• Noun: [war]

• lasted: [lasted]

• from: [from]

• the: [the]

• year: [year]

https://proceedings.neurips.cc/paper_files/paper/2020/file/92650b2e92217715fe312e6fa7b90d82-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2020/file/92650b2e92217715fe312e6fa7b90d82-Paper.pdf


• XX1: [16]

• YY: [45]

• to: [to]

• the: [the]

• year: [year]

• XX2: [16]
Table 2 summarizes the performance of GPT2-

small for this task.

Dataset GPT2-small Llama-3-8B

IOI-ABBA 92.5% 71.7%
IOI-BABA 87.1% 73.4%
Greater-Than 100% 0.0%

Table 2: Accuracy on different datasets. Note that
Llama-3 performs poorly on Greater-Than due to to-
kenization: it tokenizes four-digit years as a token of
three digits, followed by a token of one digit. The
Greater-Than prompts end with a two-digit token, which
the model has presumably not seen followed by an-
other two-digit number token; thus, it instead generates
whitespaces, and assigns a low probability to the true
answer.

A.3 Winobias

We use the dataset templates of Zhao et al. (2018).
We constructed the dataset based on 33 pairs of
prompt templates and 32 single-token professions.
Each profession is associated with gender stereo-
types.

Stereotypical female professions: teacher, ed-
itor, cashier, writer, counselor, counselors, nurse,
sewer, baker, auditor, designer, clerk, cleaner, li-
brarian, secretary, assistant, attendant, accountant.

Stereotypical male professions: lawyer, farmer,
physician, developer, manager, guard, mechanic,
chief, driver, mover, supervisor, analyst, construc-
tor, cook, sheriff.

The original dataset consists of pairs of tem-
plates, each sharing the same prefix but having
different suffixes. This variation causes the posi-
tion of the correct answer to change between tem-
plates (e.g., “The doctor offered apples to the nurse
because she had too many of them” and “The nurse
offered apples to the doctor because she might like
them”). We separate templates where the first sub-
ject is the correct answer from those where the
second subject is the correct answer. This sepa-
ration ensures we do not mix biased signals with

non-biased signals during the circuit discovery pro-
cess.

Moreover, for each template, we construct four
types of prompts: Anti-Female, Anti-Male, Pro-
Female, and Pro-Male. In total, starting from
33 pairs of templates, we construct eight distinct
datasets. Table 3 provides examples for each type
of dataset. Intuitively, “Anti-” means that the
profession-pronoun relationship goes against con-
ventional gender biases; “Pro-” means that the the
profession-pronoun relationship conforms to con-
ventional gender biases. For example, if the correct
answer is “nurse” and the pronoun is “she”, we
would say that this is a Pro-Female example; com-
pare to the case where the pronoun is “he”; this
changes it to an Anti-Male example.

For the main results we used the Anti-Female-I
dataset. Results for the Anti-Female-II dataset can
be found in §F.1.2.

Table 4 presents the performance of Llama-3-8B
on each type of dataset. We evaluated how often
the model responded with the plausible answer and
how often it chose the biased answer. Note that the
model is not forced to select either of these options,
and therefore, the sum of the percentages in each
row does not necessarily equal 100%.

For the human-defined schema, we used a
schema defined by Zhao et al. (2018) with minor
adjustments:

• correct answer: [The doctor]

• interacts with: [offered apples to]

• wrong answer: [the nurse]

• conjunction: [because]

• pronoun1: [she]

• circumstances: [had too many of them]

• dot: [.]

• The: [The]

• pronoun: [pronoun]

• pronoun2: [she]

• refers: [refers]

• to: [to]

• the: [the]
For datasets where the wrong answer appears as

the first subject, we swap the order of the answers
in the schema.

Note that counterfactuals can be defined in many
ways for this task; this complicates locating and
interpreting circuits. For example, one could define



Dataset Example

Anti-Female-I The doctor offered apples to the nurse because she had too many of them. The pronoun she refers to the"
Anti-Female-II The nurse offered apples to the doctor because she might like them. The pronoun she refers to the"
Pro-Female-I The nurse offered apples to the doctor because she had too many of them. The pronoun she refers to the"
Pro-Female-II The doctor offered apples to the nurse because she might like them. The pronoun she refers to the"
Anti-Male-I The nurse offered apples to the doctor because he had too many of them. The pronoun he refers to the"
Anti-Male-II The doctor offered apples to the nurse because he might like them. The pronoun he refers to the"
Pro-Male-I The doctor offered apples to the nurse because he had too many of them. The pronoun he refers to the"
Pro-Male-II The nurse offered apples to the doctor because he might like them. The pronoun he refers to the"

Table 3: An example for each dataset. Each entry demonstrates a pronoun resolution scenario, with variations
designed to reflect anti-female, pro-female, anti-male, and pro-male biases.

Dataset Correct Answer Biased Answer Sum

Anti-Female-I 34.5% 64.8% 99.3%
Anti-Female-II 29.2% 69.5% 98.7%
Pro-Female-I 81.6% 17% 98.6%
Pro-Female-II 75.9% 23.2% 99.1%
Anti-Male-I 51.9% 47.4% 99.3%
Anti-Male-II 35.8% 63% 98.8%
Pro-Male-I 79.2% 19.3% 98.5%
Pro-Male-II 61.7% 37.8% 99.5%

Table 4: Bias measurement across the different datasets.
The sum indicates the proportion of examples for which
neither the correct nor the biased answer was the top
token according to the model.

counterfactuals from Anti-Male to Anti-Female,
Anti-Male to Pro-Female, among others; each of
these would isolate only some bias-specific sub-
circuit of the full coreference resolution circuit.
To overcome biases that would result from using
counterfactual prompts, we instead use mean abla-
tions constructed from 16 examples spanning all
examples (Anti-Female, Anti-Male, Pro-Female,
Pro-Male); this is more likely to recover the full
coreference resolution circuit.5

B The Computation Graph

The computation graph consists of the following
node types: MLPs, attention heads, embeddings,
and logits. To account for token positions, each
node type has a separate instance at every posi-
tion. Following Wang et al. (2023), the input edge
to an attention head is divided into three compo-
nents: v_input, k_input, and q_input. Conse-
quently, three distinct edges connect every node
v to a downstream attention head u. Additionally,
each attention head is connected to all attention
heads at subsequent token positions via three types
of connections: v, k, and q.

5As compared to, for example, the subcircuit that encodes
gender bias.

The size of the computation graph varies depend-
ing on the model size and prompt length. Table 5
summarizes the average computation graph size for
each dataset and model.

Dataset GPT2-small Llama-3-8B

IOI-ABBA 593,473.55 25,746,710.46
IOI-BABA 584,783.47 25,654,744.33
Greater-Than 423,59.0 -
Winobias-I - 33,769,270.68
Winobias-II - 32,951,977.84

Table 5: Average number of edges in the computation
graph per task.

C Circuit Construction
Once the attribution scores for all edges in the
graph are approximated, there are several ways
to construct a circuit. A straightforward approach
might involve selecting components with the high-
est scores to construct the circuit. However, this
naive method often results in a circuit that lacks
proper connectivity between embeddings and logits.
To ensure connectivity, we adopt a slightly modi-
fied version of the algorithm proposed by Hanna
et al. (2024b).

As Hanna et al. (2024b) states, this algorithm is
a greedy method, similar to a maximizing version
of Dijkstra’s algorithm. The process begins with a
circuit containing only the logits node at the final
token position. At each step, the edge with the
highest absolute attribution score that connects to a
child node already in the circuit is added. If the cor-
responding parent node is not yet part of the circuit,
it is also included. This iterative process continues
for N steps, where N represents the desired circuit
size.

Due to the presence of attention edges, parent
and child nodes are not always located at the same



token position.
At the end of the process, it is guaranteed that

there is a path from the logits node at the final
position to every node in the graph. To ensure
full connectivity, we iterate over each node in the
circuit and remove any nodes, along with their cor-
responding edges, that are not connected to any
embedding node through a path in the graph.

D Schema: Further Details
To generate a schema, we sample 3 groups of 5
examples each from the dataset. For each group,
we ask the LLM to generate a separate schema.6

This process produces 3 candidate schema. Next,
we present the LLM with all 15 examples and the 3
candidate schemas, asking it to create a single uni-
fied schema. We test the unified schema using the
LLM by iterating over all examples, and checking
whether it can apply the schema in a valid manner
to each. If the output is invalid for a given example,
we point out why to the LLM and ask it to try again.
After three failed attempts, we move to the next ex-
ample. While this process can identify most errors,
it is not infallible and may provide false positives.

If the LLM fails to apply the schema correctly to
≥ 20% of the examples, we consider the schema in-
valid, inform the model of the issues, and restart the
schema generation process. The process ends once
the schema can be successfully applied to at least
80% of the examples. See Appendices E.2 and D.2
for more details on the process of applying and
validating schemas, as well as an error analysis.

D.1 Saliency scores

We have also explored the following methods to
determine the importance of each token position:

1. Input Attribution: This method involves
patching the embedding of each input token
individually and measuring the importance of
each position based on its impact on a down-
stream metric.

2. Aggregated Node Attribution Scores: The
importance of a position is derived from the
significance of its components. While edge at-
tribution patching could theoretically be used
for each example to identify important compo-
nents, this approach is computationally expen-
sive. Instead, we propose using Node Attri-
bution Patching, which uses a linear approx-

6We do not provide the LLM with any few-shot examples
to avoid influencing its decisions on defining the spans.

imation to estimate node importance rather
than edge importance, significantly reducing
computation time. This method efficiently cal-
culates the importance of each node at every
layer and position. By aggregating attribution
scores for all nodes at each position, we esti-
mate the overall importance of every position.

For both methods we used mean ablation val-
ues derived from "The Pile" dataset (Gao et al.).
We evaluated both methods for schema generation
and observed that the resulting schemas closely
resembled those produced by the gradient-based
method. However, a significant drawback of these
approaches is their reliance on a counterfactual
dataset, which adds complexity. For this reason,
we ultimately chose the gradient-based method as
our preferred approach.

Example. Figure 7 presents examples of the
masks provided to the model. While not all masks
highlight exactly the same token positions or token
roles, we observe a consistent overall pattern across
masks within the same dataset and model.

Figure 7: The first example in Figure 7 is taken from
the Greater-Than task and is generated using GPT2-
small. Both the second and third examples are from
the IOI dataset. The second mask is generated with
GPT2-small, while the third is generated with LLaMA-
3-8b. The highlighted positions are intended to capture
the most influential positions that affect the model’s
predictions.

D.2 Schema Evaluation

We define the application of a schema to an exam-
ple as valid if:

• All spans specified by the schema are in-
cluded, no extra spans are included, and the



Task Method Valid Correct
G

PT
2-

sm
al

l IOI ABBA
LLM 92.4% 88.3%
+ Mask 98.7% 86.8%

IOI BABA
LLM 98.0% 91.7%
+ Mask 93.7% 88.5%

Greater-Than
LLM 100% 100%
+ Mask 100% 100%

L
la

m
a-

3-
8B

IOI ABBA
LLM 99.9% 96.0%
+ Mask 96.1% 96.3%

IOI BABA
LLM 95.1% 81.5%
+ Mask 98.2% 92.3%

Winobias-I
LLM 98.5% 89.0%
+ Mask 96.5% 98.6%

Winobias-II
LLM 99.9% 97.9%
+ Mask 98.2% 95.4%

Table 6: Validity is an automatic evaluation metric that
tells us how many examples are usable for circuit dis-
covery. Correctness is a human evalation metric that
tells us whether the schema were applied in a way that
a human agrees with. By definition, the human schema
have 100% correctness.

spans appear in the exact order defined in the
schema.

• Each token in the prompt is assigned to only
a single span, and the tokens within each span
are a continuous sequence from the original
prompt.

Note that empty spans are valid. To ensure that
empty spans are justifiable, we initially treat them
as invalid during the first iterations. If, after several
attempts, a valid result cannot be obtained, we relax
this requirement and allow for empty spans.

We automatically test all the above requirements.
If an application is found to be invalid, the next
attempt includes details in the prompt about the
specific failures in the previous attempt.

We observe (Table 6) that the generated schemas
are largely valid, indicating that most examples can
be used for circuit discovery.

Recall that we additionally define a correctness
metric, which measures to what extent a human an-
notator agrees with the application of the schema.
To measure this, we have a human manually ap-
ply the LLM-generated schema to each template;
we then compare to what extent the LLM appli-
cation matches that of the human. Correctness is
measured partially: that is, for each example, we
compute the fraction of spans that are labeled iden-

Task Method Validity #1 Validity #2 Validity #3

G
PT

2-
sm

al
l IOI ABBA

LLM 48.1 % 92.4% 88.8%
+ Mask 88.5% 98.7% 65.2%

IOI BABA
LLM 87.2% 55.1% 98.0%
+ Mask 98.4% 87.5% 93.7%

Greater-Than
LLM 98.8% 100% 100%
+ Mask 100% 100% 100%

L
la

m
a-

3-
8B

IOI ABBA
LLM 99.9% 96.7% 99.8%
+ Mask 95.1% 88.1% 92.9%

IOI BABA
LLM 96.1% 62.6% 77.9%
+ Mask 98.2% 96.9% 95.4%

Winobias-I
LLM 98.5% 96.0% 77.6%
+ Mask 96.5% 71.4% 95.3%

Winobias-II
LLM 76.6% 99.9% 93.5%
+ Mask 58.7% 98.2% 93.5%

Table 7: In our main experiments, we run schema gener-
ation and application three times per method, and take
the run with the highest validity score. Here, we show
the validities for all three runs for each method. (Valid-
ity #1 corresponds to the run used in the main paper.)

tically to the human, and take this fraction as the
correctness score. We then average these fractions
across examples. We observe that a human tends to
agree with how the schema were applied, as indi-
cated by high correctness scores in Table 6.7 Thus,
the schemas score high on intrinsic measures of
quality.

E LLM Prompts

E.1 Schema Generation

Here is an example prompt we use to generate the
schema:

You are a precise AI researcher , and
your goal is to understand how a
language model processes a dataset
by analyzing its behavior across
different segments of prompts.

To do this , you need to divide all
prompts in the dataset into spans ,
where each span represents a
meaningful part of the sentence.

The aim is to split the prompts in the
dataset systematically , allowing you
to analyze the relationships

between various parts of the
sentence and support different types
of model analysis.

### Task: ###

Your task is to define a schema ---a
structure that defines how to split
all the examples in the dataset into
meaningful spans.

7Note, however, that we use the run with the maximum
validity across 3 runs. We show scores across random trials in
Appendix D.2.



The schema defines how to divide all
examples into the same set of spans!
Even though the examples do not

have the exact same tokens , they
share a similar structure.

All parts of each prompt should be
assigned to a span , meaning the
schema must provide a complete
division of every prompt.

### Input Format: ###

1. ** Tokens **: A list of tokens
representing the example. Your task
is to find a schema that defines how
to divide this list into meaningful
spans.

2. **Mask **: A list of pairs in the
format `[(token , value)]`, where a
value of `1` indicates that the
token is important and should be
placed in its own span , separated
from other tokens.

### Instructions: ###

1. Use syntactic and semantic rules to
create a schema that defines how to
divide all the examples in the
dataset into meaningful spans.

2. Use the Masks to create additional
spans for any token marked as
significant (`value = 1`). Each of
these tokens should be placed in its
own span.

**Note **: Apply this rule only if a
specific token or token role is
marked as important across many
examples.

3. If you think certain parts or tokens
are crucial for the model 's
processing of the prompt , assign
them to a separate span to highlight
their importance.

4. The spans should provide a complete
division of the prompt , ensuring
that every token is assigned to a
span , and the spans should reflect
the chronological structure of the
prompt.

5. The examples may vary , so you must
define a schema that is not tailored
to any specific example but can be

applied consistently across all
examples.

### Goal: ###

Given a set of examples , your goal is to
define a schema ---a structure that

divides all examples into the same
set of sub -spans.

#### Return Format: ####

Return a JSON object describing the
schema.

Each key in the dictionary should
represent a span title (1-3 words),
and the corresponding value should
describe the tokens or segments
assigned to that span.

Provide a brief description of each span
's role based on syntax , semantics ,
or another relevant aspect , but do
not reference the Mask in the
description.

Provide a variety of examples in the
descriptions to clarify the scope of
each span.

Assign a descriptive and unique span
title (1-3 words) to each span.
Avoid mentioning the Mask in the
title (e.g., "Significant Token").

Example format:

```json
{

"title": "description and examples"
}
### I will now provide you with 5 pairs

of Tokens and a Mask.

Follow the steps carefully , and return a
JSON file in the correct format.

---

** Example 0:**

** Tokens :**
`['Then ', ',', ' Michael ', ' and ', '

Matthew ', ' had ', ' a', ' long ', '
argument ', ',', ' and ', ' afterwards
', ' Michael ', ' said ', ' to ']`

**Mask :**
`[('Then ', 0), (',', 0), (' Michael ', 1)

, (' and ', 0), (' Matthew ', 1), ('
had ', 0), (' a', 0), (' long ', 0),
(' argument ', 0), (',', 0), (' and ',
0), (' afterwards ', 1), (' Michael

', 1), (' said ', 0), (' to', 0)]`

---

** Example 1:**

** Tokens :**
`['Then ', ',', ' Jennifer ', ' and ', '

John ', ' had ', ' a', ' long ', '
argument ', ',', ' and ', ' afterwards
', ' Jennifer ', ' said ', ' to ']`

**Mask :**
`[('Then ', 0), (',', 1), (' Jennifer ',

1), (' and ', 1), (' John ', 1), ('
had ', 0), (' a', 0), (' long ', 0),



(' argument ', 0), (',', 0), (' and ',
0), (' afterwards ', 1), (' Jennifer

', 1), (' said ', 0), (' to ', 0)]`

---

** Example 2:**

** Tokens :**
`['Then ', ',', ' Michael ', ' and ', '

William ', ' had ', ' a', ' long ', '
argument ', ',', ' and ', ' afterwards
', ' Michael ', ' said ', ' to ']`

**Mask :**
`[('Then ', 0), (',', 1), (' Michael ', 1)

, (' and ', 0), (' William ', 1), ('
had ', 0), (' a', 0), (' long ', 0),
(' argument ', 0), (',', 0), (' and ',
0), (' afterwards ', 1), (' Michael

', 1), (' said ', 0), (' to ', 0)]`

---

** Example 3:**

** Tokens :**
`['Then ', ',', ' Jessica ', ' and ', '

Elizabeth ', ' went ', ' to ', ' the ',
' office ', '.', ' Jessica ', ' gave ',
' a', ' drink ', ' to ']`

**Mask :**
`[('Then ', 0), (',', 0), (' Jessica ', 1)

, (' and ', 1), (' Elizabeth ', 1), ('
went ', 0), (' to ', 0), (' the ', 0),
(' office ', 0), ('.', 0), ('

Jessica ', 1), (' gave ', 0), (' a',
0), (' drink ', 0), (' to ', 0)]`

---

** Example 4:**

** Tokens :**
`['Then ', ',', ' Kimberly ', ' and ', '

Michelle ', ' had ', ' a', ' long ', '
argument ', '.', ' Afterwards ', '
Kimberly ', ' said ', ' to ']`

**Mask :**
`[('Then ', 0), (',', 0), (' Kimberly ',

1), (' and ', 0), (' Michelle ', 1),
(' had ', 0), (' a', 0), (' long ', 0)
, (' argument ', 0), ('.', 0), ('
Afterwards ', 0), (' Kimberly ', 1),
(' said ', 0), (' to ', 0)]`

---

### Guidelines: ###

1. Ensure the schema assigns each part
in the prompt to a span.

2. The final token in every prompt must
always be placed in its own span.

3. The final token is always placed in
the last span.

4. Any token marked with a value of `1`
is considered important and should
be placed in its own span in the
schema.

5. Create spans that can be applied to
all the examples.

6. Ensure spans are relevant and
consistent across the entire dataset
.

An example of the models’ response:

Based on the given examples and
instructions , I've created a schema
that divides the prompts into
meaningful spans.

Here 's the JSON object describing the
schema:

{
"Initial Time Marker ": "Represents the

opening temporal indicator , e.g.,
'Then '",

"First Person ": "Contains the name of
the first person mentioned in the
prompt",

"Conjunction ": "Represents the
coordinating conjunction
connecting the two people ,
typically 'and '",

"Second Person ": "Contains the name of
the second person mentioned in

the prompt",

"Main Event": "Describes the primary
action or event involving both
people , e.g., 'had a long argument
', 'went to the office '",

"Punctuation ": "Represents the
punctuation separating the main
event from the following action",

"Time Transition ": "Indicates a shift
in time , typically 'afterwards ' or
similar phrases",

"Active Person ": "Contains the name of
the person performing the

subsequent action",

"Secondary Action ": "Describes the
action taken by the active person
after the main event , e.g., 'said
', 'gave '",

"Final Preposition ": "The last word of
the prompt , typically a

preposition like 'to '"
}

This schema provides a consistent
structure that can be applied to all



the given examples and similar
prompts. It accounts for the
important tokens (marked with 1 in
the mask) by assigning them to
individual spans. The schema also
ensures that every part of the
prompt is assigned to a span , and
the final token is always placed in
its own span.

E.2 Schema Application

Given a schema, we call Claude-3.5-Sonnet to ap-
ply the schema on each example separately. Here
is an example call:

You are an assistant that splits tokens
into spans based on a given schema.

Schema: {
'Temporal Context ': 'Words or

phrases that set the initial
time frame or sequence of events
',

'Primary Subjects ': "Names of the
main characters involved in the
first action , typically
connected by 'and '",

'Initial Action ': 'Describes the
primary action or state of the
subjects , including any relevant
location ',

'Transition ': 'Punctuation or words
that separate the initial
context from the subsequent
action ',

'Active Subject ': 'The name of the
character performing the
secondary action ',

'Secondary Action ': 'The verb phrase
describing the action performed
by the active subject ',

'Object ': 'The item or concept
involved in the secondary action
',

'Final Preposition ': "The last word
in the prompt , typically 'to '"

}

Tokens: [
'While ', ' Jason ', ' and ', ' Crystal ', '

were ', ' commuting ', ' to ', ' the ',
' hospital ', ',', ' Jason ', ' gave

', ' a', ' kiss ', ' to '
]

Please split the tokens into the spans
defined by the schema.

Return the spans as a JSON object where
each key is a span name and the
value is the list of tokens in that
span.

Format:
```json {"span title": []} ```

Ensure that:
- All the spans are present.
- Every token is assigned to a span.
- No new spans are added.
- Punctuation marks should be

included in the spans. If no
specific span is assigned to
punctuation mark , it should be
grouped with the preceding token
.

- Ensure that the last token is
placed exclusively in the final
span.

- The spans are in the correct order
as in the schema.

- The tokens in each span are a
continuous segment of the full
prompt.

- The tokens are kept in the same
order as they appear in the
original prompt.

- Don 't remove spaces from tokens
inside the list.

- If a span has no tokens in a
specific example , leave it empty
, but still include the span for
consistency across all examples

.

An example of a response from Claude:

Here 's the JSON object with the tokens
split into spans according to the
given schema:

{
"Temporal Context ": ["While"],
"Primary Subjects ": [" Jason", " and",

" Crystal"],
"Initial Action ": [" were", "

commuting", " to", " the", "
hospital"],

"Transition ": [","],
"Active Subject ": [" Jason"],
"Secondary Action ": [" gave"],
"Object ": [" a", " kiss"],
"Final Preposition ": [" to"]

}

We do not provide Claude with any few-shot
examples, as we aim to keep this process fully
automated. However, using human-crafted few-
shot examples could improve the correctness of the
application.

F Faithfulness Curves

F.1 Results Across Schema Generation Trials

As mentioned in §4.2, we run the entire pipeline
three times for each task to ensure at least 90% of
the examples are valid. In §6, we present the results
from the trials with the highest validation scores.
Here, we report results for all trials.

F.1.1 Greater-Than

Figures 8, 9, and 10 display the results for the
Greater-Than and IOI tasks. Trends are highly
consistent across trials, and are all similar to what
we observe in the main paper. This is a trivial case



where each word could reasonably be assigned its
own span, however, so the following sections are
more representative of the variance of this method
on more realistic datasets.

F.1.2 Winobias

In Figure 11, we present the results for the Wino-
bias task. The soft faithfulness curves across all
schemas and trials initially exhibit a significant
drop, suggesting that the circuit assigns higher log-
its to the correct answer compared to the incorrect,
biased answer. To quantify this, the dotted lines in
the hard faithfulness curves represent the average
percentage of cases where the circuit generates the
correct answer. This observation is non-trivial, as
we specifically analyze examples where the model
predicts the biased (and wrong) answer. Indeed,
near the drop in the soft faithfulness curves, the
models often predict the correct answer at a signif-
icant rate. However, as the circuit size increases,
the trend reverses: the soft faithfulness curves in-
crease, correlating with a higher percentage of bi-
ased predictions. This effect becomes particularly
pronounced when token positions are differentiated.
One plausible explanation is that the circuit incor-
porates components that simultaneously influence
both the correct and biased answers, reflecting the
delicate balance between task-relevant and bias-
inducing factors. As component analysis lies out-
side the scope of this study, future research could
further investigate this phenomenon.

In general, the human schema achieve the best
top-prediction scores. The shape of the faithful-
ness curves makes it difficult to determine a best
method, but the human schema tends to produce
a curve that resembles the others, but left-shifted.
This suggests that it is picking up on important
components before the other methods.

F.1.3 Indirect Object Identification

In Figures 9 and 10, we show faithfulness curves
for GPT2-small and Llama-3-8B, respectively.
When viewing hard faithfulness, results do not dif-
fer significantly across templates, nor across trials
for GPT2-small. The difference between LLM,
LLM+Mask, and the human schema is smaller for
the third trial for the ABBA template. It is also low
for the second two trials for the BABA template.
When viewing soft faithfulness, similar trends are
present, but the schema-based approaches gener-
ally perform similarly to each other (with human
and LLM+mask’s margin from LLM being much

smaller).
The difference between schemas is smaller for

Llama-3-8B. While each schema-based method
outperforms non-positional circuits, there does not
appear to be a significant difference between LLM,
LLM+Mask, and human schema.
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Figure 8: Each column shows results for a single trial.



IOI-ABBA GPT2-small
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IOI-BABA GPT2-small
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Figure 9: Each column shows results for a single trial.



IOI-ABBA Llama-3-8b
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Figure 10: Each column shows results for a single trial.



Winobias I Llama-3-8b
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Winobias II Llama-3-8b
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Figure 11: Winobias task results showing soft and hard faithfulness curves. Each column shows results for a single
trial. The soft faithfulness curves initially drop significantly, suggesting the circuit assigns higher logits to the
correct answer than to the incorrect, biased answer. The dotted lines in the hard faithfulness curves quantify this
by showing the average percentage of cases where the circuit generates the correct answer, despite focusing on
examples where the model predicts the biased answer. As the circuit size increases, the soft faithfulness curves rise,
correlating with an increased percentage of biased predictions. This effect is more pronounced when token positions
are differentiated.
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